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Abstract: Data center networking is the result of many server machines interconnected. The present data centers are 

connected using network switches organized in the form of a tree hierarchy. However, they are unable to meet the goals 

such as establishing data center network with low cost equipment, fault tolerance and balancing the capacity of network. 

Recently Dan Li et al. presented a new server-interconnection structure. This structure makes use of the both Ethernet ports 

that come with commodity server for server-interconnections. Thus it makes the data center structure highly scalable and 

efficient. In this paper we implement this structure by implementing a custom Java simulator. We also implement traffic 

aware routing mechanisms to improve robustness of the data center. The experimental results revealed that the proposed 

design is effective and robust to failures.  

 

Index Terms –Data center, server interconnection structure, scalable routing, and fault tolerance 

 

 

I.INTRODUCTION 

 

Data center networking is made up of multiple servers and 

supported switches and other equipment. The server-

interconnection is achieved using a structure and related 

protocols [1]. Thousands of servers are interconnected to 

form a data center [2], [3], [4]. The goal of data centers is to 

have such inter-connections with low cost equipment, robust 

to failures. The data center is supposed to provide 

infrastructure services such as Dryad [5], Map-reduce [6] 

and GFS [7]. As explored in [1] and [8] it is understood that 

the present data center networks are built over tree based 

hierarchical structure that fails to meet the requirements of a 

data center.  

Dan Li et al. [9] studied the problem of a structure of data 

center which is scalable, low cost, and robust to failures. 

They have studied the present data center networks 

maintained by Yahoo, Google and Microsoft which are cash-

rich companies. They proposed a new structure for data 

centers which can be managed with low cost equipment 

besides making it robust to failures. They built a structure 

which achieves server-interconnections by using both 

Ethernet ports that are shipped with the commodity servers. 

Thousands of servers can be inter-connected using both the 

port numbers. Thus it is possible to avoid costly switches 

required by a tree-hierarchy based network structure. They 

also considered to novel aspects in routing. They are 

balancing routes and traffic aware routing. The computation  

 

 

of traffic aware route makes the network structure more 

robust and highly scalable as it can make use of bandwidth 

optimally.  

In this paper we implemented the network structure 

proposed by Dan Li et al. [9]through a custom Java 

simulator. The simulator demonstrates the proof of concept 

of a network structure for a real world data center. 

Simulation results reveal that the structure is robust to 

failures and it is highly scalable and effective. The 

remainder of this paper is structured as follows. Section II 

reviews relevant literature. Section III provides information 

about the proposed data center network architecture. Section 

IV presents the experimental results while section V 

concludes the paper.  

 

II. PRIOR WORK 

 

In this section we present three different structures that came 

into existence for server-interconnection in datacenters. The 

two recent proposals include D Cell [8] and Fat-Tree [1]. At 

present data center structure is made up of servers and 

switches in tree hierarchy based network. The switches are 

very costly in nature. The commodity servers come with two 

Ethernet ports. These ports were used for different purposes 

instead using the both for server-interconnections to achieve 
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low cost solution for data centers. The high cost switches 

also cause single point of failures.  

 

Fig. 1 –A Fat-Tree structure with three levels of switches 

As can be seen in fig. 1, the structure has three levels such as 

core level, aggregation level and edge level. The problem 

with this structure is only one port of Ethernet in commodity 

server is used for server-interconnection. Another problem is 

that the server – interconnection intelligence is associated 

with switches making this structure costly.  

 

 

Fig. 2- DCell structure with 5 DCells 

As can be seen in fig. 2, the DCell model structure for data 

center is presented. Unlike the other structure, this keeps the 

server-interconnection intelligence in server nodes only. 

However, it also has some drawbacks. One important 

drawback is that the network uses only one Ethernet port out 

of two provided by commodity servers. Thus it can’t provide 

more connections.  

With respect to other areas (not data centers) the 

interconnection is achieved using various techniques such as 

Dragonfly [10], Flattened Butterfly [11], De Bruijin [12], 

Torus [13], Butterfly [14], Hypercube [15], [16], and Ring 

[13]. Besides these structures other structures include 

parallel computing [17], [14], [13], switching fabric [18] and 

on-chip network [19]. Out of all these structures only Ring is 

something similar to the structure proposed in [9] where a 

novel structure is proposed for real world data center. The 

structure makes use of server-interconnections that make use 

of two ports provided by commodity servers. 

  

III.PROPOSED INTERCONNECTION STRUCTURE 

 

The server-interconnection structure proposed by Dan Li et 

al. [9] is described here. It is a structure which does not rely 

on costly switches. This is because it focuses on the server 

nodes for interconnection intelligence instead of switches. 

Thus it can reduce the cost or the establishment of data 

center. Moreover, every server comes with two Ethernet 

ports in the data center. The current structures use only one 

Ethernet port on each commodity server for interconnection 

purposes while the other port is used for backup. However, 

the approach described here makes use of both the Ethernet 

ports for server-interconnections only. This will make it easy 

to have thousands of servers to be connected with ease. It 

also implements the mechanisms for traffic aware routing. 

This will make this structure highly cost effective, scalable 

and robust to link failures. More details about this novel 

structure can be found in [9]. The algorithms used are 

presented here. 

 

Fig. 3 –Algorithm to construct structure  

As can be seen in fig. 3, the server-interconnection is made 

programmatically to simulate a real world data center 

structure.  
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Fig. 4–Algorithm for traffic oblivious routing 

As can be seen in fig. 4, the algorithm is meant for routing in 

the new structure built for data centers. This routing is 

normal and does not support traffic aware routing.  

 
Fig. 5 –Algorithm for Traffic – Aware Routing 

As can be seen in fig. 5, the algorithm is meant for traffic 

aware routing in the structure built in data center. The 

structure is made up of server-interconnections that make 

use of both Ethernet ports of the commodity servers.  

 

IV. RESULTS 

 

We built a prototype application which is a custom Java 

simulator for demonstrating the proof of concept of the new 

structure for server-interconnections in data center. The 

environment used for the experiments is a PC with 8 GB 

RAM, Core 2 Dual processor running Windows 7 operating 

system. Net Beans IDE is used to develop the simulator 

programs.  

 

 
Fig. 6 –Relationship between number of servers and K 
 

As can be seen in fig. 6, the results show the relationship 

between the number of servers and the structure level. As 

levels increase with number of servers showing linear 

relationship.  

 
Fig. 7 –Aggregate throughput for random traffic 
 

As can be seen in fig. 7, the horizontal axis shows time in 

seconds while the vertical axis represents average 

throughput. The results reveal the aggregate throughput for 

both TAR and TOR random traffic.  

 

 
Fig. 8 – Aggregate throughput for burst traffic 
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As can be seen in fig. 8, the horizontal axis shows time in 

seconds while the vertical axis represents aggregate 

throughput. The results reveal the aggregate throughput for 

both TAR and TOR burst traffic. 

 

Fig. 9 – Average path length for burst traffic 

 

As can be seen in fig. 9, the horizontal axis shows time in 

seconds while the vertical axis represents average path 

length. The results reveal the aggregate throughput for both 

TAR and TOR burst traffic. 

 

V.CONCLUSION 

 

In this paper we implement a structure for data center 

network which enables server-interconnection with low cost 

equipment, highly scalable and robust to failures. The 

structure implemented here is proposed by Dan Li et al.[9]. 

The server-interconnection is achieved by using the dual 

ports that come with commodity servers. Both ports are used 

for server interconnections. We implemented traffic aware 

routing mechanisms to make the structure robust to failures. 

We built a prototype in the form of custom Java simulator 

which demonstrates the proof of concept. The experimental 

results revealed that the new structure is scalable, efficient 

and robust to failures.  
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